
Augmented Reality for Human-Robot Teaming
in Field Environments

Christopher Reardon1, Kevin Lee2, John G. Rogers1, and Jonathan Fink1

1 U.S. Army Research Laboratory, Adelphi, MD 20783, USA
{christopher.m.reardon3, john.g.rogers59, jonathan.r.fink3}.civ@mail.mil
2 U.S. Army Research Laboratory Research Associateship Program administered by

Oak Ridge Associated Universities klee23456@gmail.com

Abstract. For teams of humans and mobile robots to work together,
several challenges must be overcome, including understanding each oth-
ers’ position, merging map information, sharing recognition of salient fea-
tures of the environment, and establishing contextually-grounded com-
munication. These challenges are further compounded for teams operat-
ing in field environments, which are unconstrained, uninstrumented, and
unknown. While most modern studies that use augmented reality (AR) in
human-robot teaming side-step these challenges by focusing on problems
addressable in instrumented environments, we argue that current AR
technology combined with novel approaches can enable successful team-
ing in such challenging, real-world settings. To support this, we present
a set of prototypes that combine AR with an intelligent, autonomous
robot to enable better human-robot teaming in field environments.
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1 Introduction

Intelligent robots working cooperatively alongside human teammates in uncon-
strained, uninstrumented, and unknown field environments represents a formidable
vision with the potential to impact application domains such as disaster relief,
search and rescue, environmental monitoring, and military operations. Particu-
larly in disaster and search and rescue work, the need for robots need to perform
better alongside humans is well-recognized [10, 8].

A specific technical challenge to achieving this vision is the need to cooperate
in a natural, non-invasive manner. We believe that this challenge is important
for co-located human-robot teams, and can be addressed by using augmented
reality (AR). Indeed, a number of recent works have used AR to demonstrate
improved human-robot teaming – albeit in structured [5] or instrumented [16]
environments.

We believe that it is not only possible but important to transition from this
reliance on highly-structured environments to begin using AR for building and
studying teams of humans and intelligent mobile robots capable of operating out-
side the laboratory. Conclusions drawn under the imposition of the constraints of
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instrumentation could be strengthened and clarified in the transition to creating
a human and robot team operating in the real world. To support this argument,
we present four approaches that enable essential abilities for humans and robots
to work together in these situations through the sharing of metric and symbolic
information:

1. Understanding teammate position (i.e., where the teammates are),
2. Merging map information (i.e., where they have been),
3. Recognizing and sharing salient information about objects in their environ-

ment (i.e., what they have seen),
4. Communicating understanding and receiving feedback (i.e., deciding what

to do next).

To explore these capabilities, we equip a human teammate with an augmented
reality head-mounted device (AR-HMD), which we use to collect metric infor-
mation from the human’s task performance, share through visualization metric
and symbolic information from the robot’s reasoning system, and communicate
using augmented reality visualizations and simple dialogue to achieve shared se-
mantic understanding. We present our approaches to enabling each capability,
share exemplar experimental results for each, and discuss outcomes.

2 Background and Related Work

With the recent advent of inexpensive, commercial-off-the-shelf AR-HMDs there
is a growing interest in using such devices for human-robot teaming tasks [17].
There is growing consensus that AR can be used to provide humans with insight
into the perception and reasoning of their robot teammates.

The potential for augmented reality is recognized in several related fields.
Versions of augmented reality for supporting maintenance has been a research
topic for 50 years. A review of that research is presented in [9]. Several recent
papers have examined AR for human-robot teaming in scenarios inspired by
maintenance and assembly. For example, using AR to visualize the planned mo-
tion of a Baxter robot for faster, more accurate performance of a manipulation
task [13]. Mixed reality was used in [5] with armed robot performing object
manipulation in a shared workspace. Recent works have used projected light in
structured environments such as assembly lines [1] and factory floors [2]. How a
robot’s ability to reveal intentions via AR affects plan cost, termed projection-
aware planning, was explored in [3], and illustrated through object manipulation
tasks. AR for medical robotics, for example overlaying stiffness information in
surgical applications [18], is also believed to have significant potential.

This paper focuses on using AR with mobile robots to improve human-robot
teaming in field environments. Recent work has examined using AR with mobile
robots and shown great potential for enabling human-robot teaming. For exam-
ple, AR was used to visually signal robot motion intent for UAVs performing
an assembly task in [16] and found to improve task efficiency and human un-
derstanding of intent. Robot video data was projected to allow humans to “see



Augmented Reality for Human-Robot Teaming in Field Environments 3

through walls” in [4] and thereby improve human situational awareness. Meth-
ods of communicating robot field of view via AR to improve teleoperation were
examined in [7]. [19] used AR via a screen to convey an understanding of a team
of robot soccer players’ behavior.

However, these previous works were limited to instrumented environments,
e.g., using motion capture to localize and perform the coordinate transformations
necessary to share any information between the human and robot or robots.
Preliminary work by the authors [11], which presented a method using AR to
enable human-robot cooperative search, eschewed an instrumented environment
and is reviewed as part of this work.

3 AR-based Approaches to Enabling Human-Robot
Teaming

In this section, we present technical approaches to enable each of the four ca-
pabilities outlined in Sec. 1. For each approach, a corresponding experimental
validation in a motivational application scenario that is enabled by each capa-
bility and is relevant to the human-robot teaming in field environments domain
is presented in Sec. 4.

3.1 Dynamic Frame Alignment to Understand Teammate Position

In scenarios multiple physical agents working together, an important first step is
for each agent to understand where the other agents are. Practically, this requires
aligning the coordinate frames of each agent. Environmental instrumentation is
often used as a shortcut to bypass this problem, e.g., using motion capture or
fiducial markers to trivially locate and directly compute the transforms between
agents. While this approach is perfectly valid in constrained environments such as
laboratory and factory settings, we believe there is a great potential for impact in
unconstrained field environments, for example in cooperative search and rescue
in resource-denied locations, such as disaster scenarios.

In these scenarios, teammates perform SLAM independently and the trans-
formation between agents’ frames must be computed online. To accomplish this,
we take advantage of modern AR-HMD devices’ (i.e., Microsoft HoloLens - see
Sec. 4.1) ability to localize itself and its wearer through the performance vision-
based SLAM, and team a human wearing such a device with a mobile robot
performing LiDAR-based SLAM.

In particular, we use the approach presented in previous work [11] to align
the human and robot teammates’ coordinate frames. We assume that both the
robot and the AR-HMD generate a geometric representation of the environment
in point cloud format, and compute the homogeneous transformation matrix
between the robot and human point clouds using the Iterative Closest Point
(ICP) algorithm [14]. This is initially performed on a coarse estimate provided
by the human. It is recomputed online thereafter as the robot and human move
throughout the environment.
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Knowing this transform allows the robot teammate to understand and reason
about the human’s position. We previously demonstrated that this capability
enables a robot to perform cooperative search with a human teammate [11]. We
review the outcomes of enabling this capability in Sec. 4.2.

3.2 Merging Robot and AR-HMD Map Information

In addition to understanding where other agents are, a second critical capability
in cooperative teaming tasks is to understand where one’s teammates have been.
In field applications where teammates must maneuver in the same environment,
fusing of map information allows each agent to reason over the other’s map infor-
mation. Our human and robot teammates generate maps using different sensor
modalities and at different scales. The challenge is to fuse these heterogeneous
maps - one generated by a human wearing an AR-HMD performing vision-based
SLAM and another by a mobile ground robot performing SLAM with a LiDAR
sensor.

The ground robot uses an OmniMapper-based [15] mapping system, which
uses pose graph vertices to represent the robot’s location and sensor measure-
ments. Sensor measurements associated with pose graph vertices are then used
to generate local occupancy grid maps by iterating through the point cloud and
setting an obstacle for points which fall within a height filter. Local occupancy
grid maps are generated from the vertices of a pose graph, as points in the point
cloud which fall within a height filter are treated as occupied.

The AR-HMD uses an onboard, proprietary SLAM system to generate a
model of the environment and localize the wearer within that model. We trans-
late the internal mesh-based representation into a point cloud, from which we
are able to similarly generate an occupancy grid for compositing with the robot’s
map. We use the relative transform method from Sec. 3.1 to effect this trans-
form, and composite the AR-HMD occupancy grid information only into the
unmapped area of the robot’s occupancy grid.

With this composite map, each teammate is effectively able to make use of
the other teammate’s exploration efforts in addition to its own when making
decisions. We demonstrate this ability in experiments where the robot and the
human perform cooperative exploration of an unknown, uninstrumented envi-
ronment in Sec. 4.3.

3.3 Shared Object Recognition

A third significant capability for enhancing human-robot teaming that can be
enabled with AR is the ability to reason about other objects in the team’s
environment. Building upon the the abilities to understand and reason about
teammate position and fused map information, we explore how recognizing ob-
jects and localizing them in the shared reference frame can be used to facilitate
shared semantic understanding.

An initial implementation of a modern online classifier [12] allows the robot
to classify objects from its video feed. Then, as a first step, we achieve semantic
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understanding for the human through visualizing via the AR-HMD objects rec-
ognized by the robot teammate. Visualized objects are highlighted and annotated
with information about the robot’s knowledge of those objects. For example, at
the most basic level this could be object class and a unique index. Sharing this
information to the human teammate gives the human insight into the robot’s
semantic understanding of the environment.

We show in Sec. 4.4 that with this understanding, the human is able to
provide clear instruction with regard to the objects in the environment.

3.4 AR-Enhanced Dialogue

A fourth and final powerful capability enabled by AR for human-robot teaming is
through the incorporation of basic dialogue for human-robot team cooperative
decision making. This capability is particularly complimentary to the shared
object recognition capability (Sec. 3.3), as sharing recognized objects with the
human allows the human insight into robot’s perception and provides a corpus
over which dialogue can occur.

We construct this preliminary basic dialogue system by combining commands
for basic mobile robot capabilities (e.g., “go to,” “explore,” “examine”) with the
set of known object classes to form a dialogue corpus. Then, we use basic speech
recognition through the AR-HMD to allow the robot to follow the commands of
the human teammate. This allows the human to give instruction in the context
of objects, for example, “go to the door.” It also makes dialogue particularly
powerful in resolving situations of ambiguous semantic grounding, as the robot
is able to request feedback in scenarios where instructions are ambiguous.

In Sec. 4.5, we present a scenario where such dialogue is used to clarify
ambiguous instructions and correctly perform the command, showing that in-
corporating dialogue with AR in this way allows a human-robot team to rapidly
achieve mutual understanding in decision-making situations.

4 Experiments

4.1 AR and Robot Hardware Implementation

The human teammate’s AR-HMD used for these experiments is the Microsoft
HoloLens3 shown in Fig.1a. The HoloLens performs vision-based SLAM onboard
using a forward-facing camera array and internal IMU.

For these experiments, the human is paired with a robot teammate. A Clearpath
Robotics Jackal (Fig. 1b) is equipped with a Velodyne VLP-16 LiDAR, Micros-
train 3DM-GX4 inertial measurement unit (IMU) and an Orbbec Astra Pro
camera. The robot is capable of both simultaneous localization and mapping as
well as autonomous navigation as described in [6].

3 www.microsoft.com/en-us/hololens




